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Toward a System Building Agenda for Data Integration

Data integration (DI) has long been an important topic in data management, and will become even more so in the
age of Big Data and data science. Most DI works so far have focused on developing algorithms. In this talk I
argue that we should devote far more effort to building DI systems, in order to truly advance the field. Toward
this goal, I begin by drawing on my recent industrial experience to discuss the limitations of current DI systems.
Next, I propose an agenda to build a new kind of DI systems to address these limitations. These systems guide
users through the DI workflow, step by step. They provide tools to address the “pain points” of the steps, and
tools are built on top of the Python data science and big data ecosystem (PyData). I discuss how to foster an
ecosystem of such tools within PyData, then use it to build DI systems for collaborative/cloud/crowd/lay user
settings. As an example of such systems, I discuss “hands-off” DI systems, which solve the entire DI task using
only crowdsourcing. Finally, I discuss ongoing work at Wisconsin, which suggests that these DI systems are
highly promising and building them raises many interesting research challenges. If time permits, I will discuss

how this DI agenda can be built on to develop a broader R&D agenda for data science.

AnHai Doan is a Professor of Computer Science at the University of Wisconsin-Madison. His

R interests cover databases, Al, and Web, with a current focus on data integration, data science, Big

A} Data, and data-centric software ecosystems. He received the ACM Doctoral Dissertation Award in

s _‘a,fr 5 2003, a CAREER Award in 2004, a Sloan Fellowship in 2007, and a Vilas Associate Award in 2016.
-~z He co-authored “Principles of Data Integration”, a textbook published by Morgan-Kaufmann in 2012,

and is currently serving on the SIGMOD Advisory Board. AnHai has also consulted extensively and

been involved in several startups. He was on the Advisory Board of Transformic, a Deep Web startup
acquired by Google in 2005, and was Chief Scientist of Kosmix, a social media startup acquired
by Walmart in 2011. From 2011 to 2014 he was Chief Scientist of WalmartLabs, a newly formed

research and development lab at Walmart, devoted to analyzing and integrating data for e-commerce.
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An Efficient and Accurate Index Structure for SimRank

SimRank is a topology-based similarity measure of nodes in a graph that does not rely on domain-specific
information. Scalable SimRank computation has been a subject of extensive research for more than a decade, and
yet, none of the existing solutions can efficiently derive SimRank scores on large graphs with provable accuracy
guarantees. In particular, the state-of-the-art solution requires up to a few seconds to compute a SimRank score
in million-node graphs, and it does not offer any worst-case assurance in terms of the query error. In this talk,
I will present an efficient index structure for SimRank that takes near-linear time and space to construct, and
that answers any single-pair SimRank query with at most € error in O(1/€) time. Experiments on real data
demonstrate that our solution is orders of magnitude faster than competing methods, while providing higher

query accuracy than the latter.

Xiaokui Xiao is an associate professor and Assistant Chair (Strategic Research) at the School of
Computer Science and Engineering, Nanyang Technological University (NTU), Singapore. His
research focuses on data management and data privacy. He received his PhD in Computer Science
from the Chinese University of Hong Kong, and was a postdoctoral associate at the Cornell University
before joining NTU. He was a recipient of the 2010 Nanyang Assistant Professorship Award from
NTU, the 2009 Hong Kong Young Scientist Award in Physical/Mathematical Sciences, and the 2009
ACM-HK Prof. Francis Chin Research Award.

R ARRE2: wEUE 108158 11:40-12:10

A visual exploration of the spatial data

In this talk, I will first introduce the system we build for an interactive and visualized exploration of the location-

centered real estate data in Australia for the last ten years, as well as the research problems and techniques behind
the system. In particular, we will talk about the query processing to facilitate buyers to find a desired property and
for sellers to find the best time to enter the market to sell the house. In the second half of the talk, I will introduce

our recent work on exploring the activity trajectory data for interactive trip planning.

Zhifeng Bao is an assistant professor in School of Computer Science & IT, RMIT University, Australia.
He received his PhD from the CS Dept at National University of Singapore in 2011. Zhifeng was
the recipient of the Best PhD Thesis Award in School of Computing and was the winner of the
Singapore IDA (Infocomm Development Authority) gold medal. His research was supported by
various researching funding such as Google faculty research award program. He has been committing

himself to the task of “how to make data usable”, including structured data (e.g. relational data),

semi-structured data (e.g. XML), unstructured data (e.g. text), spatial data and graph data (e.g. social
network). He focused on building general yet efficient frameworks to support these usability modules,
without breaking the traditional storage and indexing scheme for the underlying data. He has served the program committee of top
conferences in Database and Information Retrieval such as VLDB, ICDE, SIGIR.
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Towards Big Graph Search: Challenges and Techniques

Graphs have more expressive power and are widely used today, and various applications of social computing
trigger the pressing need of a new search paradigm. In this talk, we argue that graph search is the one filling this
gap. We first introduce the application of graph search in various scenarios. We then formalize the graph search
problem and briefly discuss its challenges. Finally, we introduce several useful query and data techniques towards

efficient and effective big graph search.
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Some tips for writing high-quality papers.

Paper writing is a crucial skill in academic research. Writing a paper that can be accepted by top conferences or
journals is a highly nontrivial task. I have seen many cases where papers with good content but poor writing were
rejected (again and again). In this talk ,I would like to share with you some tips on how to write good papers,

based on others and my own experiences.

Jian Li is currently an assistant professor at Institute for Interdisciplinary Information
Sciences (IIIS, previously ITCS), Tsinghua University, headed by Prof. Andrew Yao.
He got his BSc degree from Sun Yat-sen (Zhongshan) University, China, MSc degree in
computer science from Fudan University (advisors: Hong Zhu, Rudolf Fleischer), China
and PhD degree in the University of Maryland, USA (advisors: Amol Desphande and
Samir Khuller). His major research interests lie in the broad area of theoretical computer
science, in particular algorithm design and analysis, and the algorithmic and theoretical
aspects of databases, machine learning and networking. He co-authored several research
papers that have been published in major computer science conferences and journals.
He received the best paper awards at VLDB 2009 and ESA 2010. He is also a recipient
of the 221 Basic Research Plan for Young Faculties” at Tsinghua University and the

“new century excellent talents award” by Ministry of Education of China.
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Experience of organizing the Beckman workshop and lessons learned

AnHai Doan is a Professor of Computer Science at the University of Wisconsin-Madison. His
interests cover databases, Al, and Web, with a current focus on data integration, data science, Big
Data, and data-centric software ecosystems. He received the ACM Doctoral Dissertation Award in
2003, a CAREER Award in 2004, a Sloan Fellowship in 2007, and a Vilas Associate Award in 2016.
He co-authored “Principles of Data Integration”, a textbook published by Morgan-Kaufmann in 2012,
and is currently serving on the SIGMOD Advisory Board. AnHai has also consulted extensively and

been involved in several startups. He was on the Advisory Board of Transformic, a Deep Web startup

acquired by Google in 2005, and was Chief Scientist of Kosmix, a social media startup acquired
by Walmart in 2011. From 2011 to 2014 he was Chief Scientist of WalmartLabs, a newly formed

research and development lab at Walmart, devoted to analyzing and integrating data for e-commerce.

$R&2: Anthony K. H. Tung 10814 H 14:40-15:20

Semi-Lazy Learning: Just-in-Time Model Construction Framework and Its Applications

Research on machine learning had started in an era where we have much weaker hardware compared to modern
days. In order to ensure that prediction time is acceptable in real-time applications, there are typically two
choices in machine learning. First, apply eager learning where a model is pre-constructed before prediction
queries arrive and make prediction with the model during the prediction phase. In such a case, the training
data is typically abandoned after the model is constructed and thus the model must be sufficiently complex to
cater to most of the prediction queries that arrive in a later phase. Second, adopt lazy learning where the data
is kept intact and apply simple strategies like k-nearest-neighbors aggregation which have sufficient compu-
tational efficiency to produce acceptable throughput. The prediction accuracy of lazy learning can however
suffer from their simplistic way of making prediction. In this talk, we will introduce semi-lazy learning, an
approach that lie somewhere between eager and lazy learning. Like lazy learning, semi-lazy learning keeps
the data intact and construct model only AFTER a prediction query has arrived. The constructed model can
be as complex as those that are used in eager learning and such just-in-time model construction is done over
a set of selected relevant data. Semi-lazy learning is motivated by the growth in modern hardware which
ensures that throughput in prediction is still acceptable even if model is only constructed after prediction queries
arrive. We will touch on various techniques that are needed to support semi-lazy learning (www.comp.nus.edu.sg/

atung/gl) and then then introduce applications(eg. ivle.readpeer.com) that we are building on top of the framework.

Anthony K. H. Tung is currently an Associate Professor in the Department of Computer
Science, National University of Singapore (NUS). He received both his B.Sc.(2nd Class
Honour) and M.Sc. in computer sciences from the National University of Singapore
in 1997 and 1998 respectively. In 2001, he received the Ph.D. in computer sciences
= from Simon Fraser University (SFU). His research group called iData (Intelligence and
Data Management Group) has research interest that span across the whole process of

converting data into intelligence. Anthony is also the deputy director of NUS SeSaMe

research center (http://sesame.comp.nus.edu.sg/).
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#kE3: Xiaokui Xiao 10H14H 15:30-16:10

An Efficient Algorithm for Influence Maximization

Given a social network GG and an integer k, the influence maximization problem asks for £ nodes in G that
can influence the maximum number of nodes (in expectation) under a stochastic influence propagation model.
This problem finds application in viral marketing, and it has been extensively studied over the past decade.
Existing methods for the problem, however, either trade the quality of results for computational efficiency, or
vice versa. In particular, all methods that ensure (1 — 1/e — €)-approximate solutions require days to process
even a small graph. In this talk, I will present an algorithm for influence maximization that yields both efficiency
and accuracy. The algorithm runs in near-linear time and returns (1 — 1/e — €)-approximate solutions, and it
is able to process a billion-edge graph in a few minutes. Experiments on real data demonstrate that our solu-

tion is orders of magnitude faster than competing methods, while providing equal or higher accuracy than the latter.

Xiaokui Xiao is an associate professor and Assistant Chair (Strategic Research) at the
School of Computer Science and Engineering, Nanyang Technological University (NTU),
Singapore. His research focuses on data management and data privacy. He received his PhD
in Computer Science from the Chinese University of Hong Kong, and was a postdoctoral
associate at the Cornell University before joining NTU. He was a recipient of the 2010
Nanyang Assistant Professorship Award from NTU, the 2009 Hong Kong Young Scientist
Award in Physical/Mathematical Sciences, and the 2009 ACM-HK Prof. Francis Chin

Research Award.

#k&4: Jian Li 10514H 16:10-16:50
Multi-armed Bandits,Online Learning and Sequential Prediction

Online learning (or sequential prediction) has been a very active research area in machine learning. I will give
a very brief introduction to online learning. Then, I will focus on a very popular model in online learning, the
stochastic multi-armed bandit model, and present some of our recent results on combinatorial bandits and the

pure exploration multi-armed bandit problems.

Jian Li is currently an assistant professor at Institute for Interdisciplinary Information
Sciences (IIIS, previously ITCS), Tsinghua University, headed by Prof. Andrew Yao.
He got his BSc degree from Sun Yat-sen (Zhongshan) University, China, MSc degree in
computer science from Fudan University (advisors: Hong Zhu, Rudolf Fleischer), China
and PhD degree in the University of Maryland, USA (advisors: Amol Desphande and
Samir Khuller). His major research interests lie in the broad area of theoretical computer
science, in particular algorithm design and analysis, and the algorithmic and theoretical
aspects of databases, machine learning and networking. He co-authored several research
papers that have been published in major computer science conferences and journals.
He received the best paper awards at VLDB 2009 and ESA 2010. He is also a recipient
of the 221 Basic Research Plan for Young Faculties” at Tsinghua University and the

“new century excellent talents award” by Ministry of Education of China.
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&5 C. Mohan 105 14H 16:50-17:30
Hybrid Transaction and Analytics Processing (HTAP): State of the Art

Traditionally, database processing has been broadly classified into two categories: online transaction processing
(OLTP) and online analytical processing (OLAP). OLTP systems preceded the emergence of relational database
management systems (RDBMSs). OLAP, which was enabled by the arrival of RDBMSs and SQL, and enhance-
ments to them, has gained even more attention in the last decade or so with the emergence of column stores and
Big Data technologies like Map/Reduce, Hadoop and Spark. Data generated by OLTP systems are periodically
moved in a batched fashion into OLAP systems for analytical processing. In the last few years, increasingly
organizations want to be able to base their decisions on the latest set of raw data and the real-time analytics
derived from them. This has meant that the capabilities of OLTP and OLAP have had to be combined in a single
system with essentially a single copy of the data being used for both purposes. The term HTAP is being used to
refer to such Hybrid Transaction and Analytics Processing systems. Currently, there is intense focus on HTAP
systems in industry and academia. In this talk, I will discuss the problems, technologies and systems that relate to
HTAP. This talk has been given as a keynote during the BIRTE 2016 conference held in conjunction with VLDB
2016.

Dr. C. Mohan has been an IBM researcher for 34 years in the database area, impacting
numerous IBM and non-IBM products, the research and academic communities, and
standards, especially with his invention of the ARIES family of database locking and
recovery algorithms, and the Presumed Abort commit protocol. This IBM (1997), and
ACM/IEEE (2002) Fellow has also served as the IBM India Chief Scientist for 3 years
(2006-2009). In addition to receiving the ACM SIGMOD Innovation Award (1996),
the VLDB 10 Year Best Paper Award (1999) and numerous IBM awards, Mohan was
elected to the US and Indian National Academies of Engineering (2009), and was named
an IBM Master Inventor (1997). This Distinguished Alumnus of IIT Madras (1977)
received his PhD at the University of Texas at Austin (1981). He is an inventor of 47

patents. Recently (2016), he was named a Distinguished Visiting Professor of China’ s
prestigious Tsinghua University. He has served on the advisory board of IEEE Spectrum,
and on numerous conference and journal boards. Mohan is a frequent speaker in North America, Europe and India, and has
given talks in 40 countries. He is very active on social media and has a huge following. More information could be found in his
Wikipedia page at http://bit.ly/CMwIkP
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Exploring the Industrial Internet structure: a case

study on supply chain networks
Jing Shen, Hao Liao, Yifan Mao, Zecheng Huang and
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A Quality Ranking Algorithm for Online Systems
based on Fluid Dynamics Theory

Zecheng Huang, Hao Liao, Yifan Mao, Jing Shen and
Kezhong Lu
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